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Abstract— The security of IoT devices is becoming a major
concern in industry. Noninvasive side-channel attacks pose a
serious threat as they are capable of extracting secret information
from distance while using low-cost equipment. In this article,
we propose an efficient countermeasure technique against the
electromagnetic (EM) side-channel attacks. The technique is
applied to switched-capacitor (SC) dc–dc converters and is based
on amplitude modulation of the load signal by the converter
capacitance that acts as a carrier. We verify the proposed
technique by using a reliable evaluation metric that predicts
the correlation between the encryption secret key and the
attacker’s measured signal. The results show that the proposed
technique can achieve cross correlation coefficients as low as 0.2,
disabling the attacker from extracting the sensitive information.
In addition, test vector leakage assessment (TVLA) ρ-test indi-
cates that the number of leaky points for advanced encryption
standard (AES) execution drops from 62 for unprotected circuit
to zero for the circuit secured by the proposed technique. TVLA
t-statistic is decreased by three orders of magnitude in the
protected AES execution.

Index Terms— Amplitude modulation (AM), security,
side-channel attacks, switched-capacitor (SC) dc–dc converters.

I. INTRODUCTION

NEW security threats are emerging as a consequence of
the ever-increasing number of devices connected to the

Internet. Each device acts as a network node in the Internet-
of-Things (IoT) and needs to be available around the clock to
provide information and control signals to the environment.
While it is impossible to predict the exact consequences of
the massive breakthrough of the IoT network, two key factors
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are evident: IoT nodes need to be energy-efficient and secure
against hacking.

While there are a multitude of methods to hack devices,
side-channel attacks can be the most cunning since con-
ventional cryptographic methods, the basis of most secu-
rity measures, inherently leak side-channel information. Most
side-channel attacks are somewhat invasive and require access
to the device. For example, power attacks usually require a
small resistor to be inserted in the ground line of the device.
By measuring the voltage over the resistance, the attacker can
get the information on the current. The current depends on the
data that are being processed and can indirectly provide the
confidential information on the secret key.

Noninvasive side-channel attacks pose a serious threat to
the security of cryptographic devices. The attacks cannot be
detected and usually require only a simple low-cost equipment.
This type of attacks relies on measuring electromagnetic (EM)
radiation of the chip.

Recent studies show that the EM emanations differ from
and provide more information than the leakage from other
conventional side channels, such as timing and power
[1]–[5]. EM attacks are based on the measurement of EM
waves that are radiated from the device. Electrical and mag-
netic fields depend on the derivative of the voltage and current,
so the leaked signal is fundamentally different from the leaked
signal in power attacks. While power attacks rely on the
absolute current value and the time moments that indicate
when the current changes its value, the EM attacks depend
on the current and voltage slope. In addition, EM attacks are
completely contactless since it is not necessary to tamper with
the device, and they can provide more information in spatial,
temporal, and frequency domains [4], [5].

In this work, we focus on the EM leakage from the power
supply signal since this is the strongest signal in the chip
and thus, most easily attacked [3]. Power distribution network
consists of voltage regulators that need to adapt the battery
voltage to the power supply of the chip. The regulators are
also used for dynamic voltage scaling to improve the energy
efficiency of the IoT devices [6]–[8].

Inductive converters are efficient but have bulky inductive
components off chip that increase the size of the chip and
are therefore not suitable for small IoT nodes. Recent work
has reported security techniques for fully integrated buck
converters [9]. However, the wirebond inductances used in
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the converter can still leak critical information in form of EM
emanations. The inductances act as a transmitting antenna due
to the ac current that passes through them. They radiate EM
waves that contain information on the switching frequency
and duty cycle of the converter, both highly dependent on
the load.

Linear regulators are implemented on-chip, but they are
incapable of achieving high efficiency across a wide range
of output voltages. Work in [10] reports improvement in
side-channel resistance against power attacks, at the cost
of deteriorating dynamic loop response, while work in [11]
changes the reference voltage randomly in order to add
additional noise to the leaked current signal.

In this work, we consider single-phase switched-capacitor
(SC) voltage regulators, which can be fully integrated on-
chip, do not have bulky inductive elements, and can be
reconfigured to achieve multiple-output voltage levels without
a significant loss in efficiency [6], [12]. They also have
several tuning knobs to randomize the output voltage and
decorrelate the chip activity from the physical leakages of the
chip.

Several countermeasures against side-channel attacks
applied to SC dc–dc converters have been reported in the
literature [13]–[19]. However, they are either time-consuming
as they optimize the design at the gate and/or layout level
[17]–[19] or they are employed as protection from differential
power attacks, rather than EM attacks [13]–[16]. In addition,
most of the published techniques do not explore the causality
of the leaked signal, as the work proposed here.

This work analyzes in detail the physical nature of the
leaked EM signal. We prove that the signal obtained from
capacitance values in time acts as a carrier in the amplitude
modulation (AM) of the load signal. The resulting AM signal
is leaked to the outside world in form of EM emanations.
Based on this analysis, we propose to change the available
capacitance in the converter in a deterministic manner during
each conversion period. We change the capacitance value to
create overlap in the load frequency spectrum, hence disabling
the attacker from recovering the original load signal.

While the work in [16] is also based on the functionality
of the switched-capacitor dc–dc converter, it focuses on the
protection from the power attacks and masks the residual
voltage on the capacitances from the power measured at the
input. However, it is still likely that EM probe is able to
detect the activity of the capacitances that are not connected
to the input and reveal information on the load. In this work,
we assume that the attacker has a complete information on the
voltage over the flying capacitor via EM probe and propose
a methodology that offers protection from EM side-channel
attacks.

This article is organized as follows. Section II gives an
overview on the implementation and functionality of the SC
dc–dc converter. Section III describes the analysis of the leaked
EM signal. In Section IV, the proposed security technique
is described in detail. In Section V, we present the experi-
mental results. Section VI studies the impact of the proposed
technique on the power and area. Section VII concludes this
article.

Fig. 1. Single-phase SC dc–dc converter operation: schematic with equivalent
waveforms.

II. SC DC–DC CONVERTER SPECIFICATIONS

Dynamic voltage scrambling is one of the side-channel
countermeasures that randomly changes power supply volt-
age level in order to decorrelate the leaked signal from
the processed data [13]–[16], [22]–[24]. This technique has
low area and power overhead and has proved to be very
effective against power attacks when applied to multiphase
switched-capacitor dc–dc converters.

Since we consider single-phase switched-capacitor dc–dc
converters, we adapt dynamic voltage scrambling to this type
of converters by changing the value of the flying capacitor
randomly. From here on, we call this technique random power
scramble (RPS) technique.

In order to study the exact effects of this technique against
EM attacks when applied to single-phase SC dc–dc converters,
we start by examining the operation of the 2:1 step down
converter shown in Fig. 1 [12]. The converter operates in two
nonoverlapping phases φ1 and φ2. In phase φ1, SW1 and
SW4 are turned on, and SW2 and SW3 are turned off, so the
flying capacitor is connected between the input voltage and the
output, and the capacitor is charging. In the second phase, φ2,
SW2, and SW3 are turned on, and SW1 and SW4 are turned
off, so the flying capacitor is connected between the output
and the ground and is discharging. The equivalent waveforms
on the capacitor and at the output are given in the same figure.

The ripple that appears at the output is usually suppressed
by using a very large decoupling capacitance or interleaving
the phases of the converter. In this work, we consider that
the output voltage ripple specifications of the dc–dc converter
are not so strict, as this have proved to increase the energy
savings of the systems considerably [6], [8], [21]. Large
voltage ripple would normally cause functional errors, but
the adaptive error-protection technology presented in [8] can
withstand this ripple. Also, the voltage ripple adds an element
of entropy to the system both in the time and voltage domains.
Two executions of the same load may differ in power and
total execution time, depending on whether the supply voltage
was mostly at the high or low end of the ripple during the
execution. This entropy serves as additional security against
side-channel attacks.

Switching from one switching phase to another (φ1 to
φ2 or vice versa) in an SC dc–dc converter is controlled
by the dc–dc switching clock [7]. This clock is the pulse
frequency-modulated (PFM) signal and is generated by the
controller shown in Fig. 2. The controller is event-driven and
is composed of a comparator, flip-flop, and nonoverlapping
circuit. The inputs to the comparator are the voltage generated
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Fig. 2. Single-phase SC dc–dc converter control logic.

Fig. 3. SC dc–dc equivalent RC circuits.

by the SC converter and the reference voltage. Whenever the
output voltage falls below the reference voltage, the converter
switches to a different phase. The exact moment of the event
is completely load-dependent as the load current determines
the rate of charge and discharge of the flying capacitor.
For example, more computationally intensive loads will lead
to steeper slope of the output voltage and faster switching
between the phases.

Consequently, changing the flying capacitor size will also
affect both the voltage slope and the timing of the switching
phases. Smaller flying capacitors discharge faster, resulting
in shorter duration of the switching phase and steeper slope.
In order to change the flying capacitor size, the SC dc–dc
converter is partitioned into small unit cells. Each unit cell can
be turned on or off independently of the rest. It is important
to note that although intuitively, it seems that different voltage
slope and change in the timing of the switching phases
introduce entropy to the output voltage signal, it is not so clear
how much impact these techniques will have on security.

In Section III, we analyze the RPS technique in detail and
find that its effectiveness against EM side-channel attacks is
limited for single-phase SC dc–dc converters. Then, we pro-
pose a new methodology to alternate the capacitance in order
to achieve better circuit protection.

III. AM OF THE LOAD SIGNAL

AM is based on the multiplication of the two signals in the
time domain. When the modulated signal is analyzed in the
frequency domain, its spectrum is obtained as a convolution of
the frequency spectra of the two signals. AM signals are easier
to analyze in the frequency domain, as they create specific
spectral patterns.

In order to see how the change in flying capacitance
affects the spectrum of the leaked signal, we first analyze the
underlying physical mechanism of the circuit functionality.

In each switching phase, the circuit supplied by the SC
dc–dc converter can be approximated by simple RC circuits
shown in Fig. 3. The activity of the circuit is modeled as a

time-variable resistance load, R(t), and the flying capacitance
is also modeled as time-variable capacitance value C(t).
By applying Kirchoff’s law to the circuit in phase φ2 for
example, we obtain

−vc = R(t)C(t)
dvc

dt
(1)

where vc is the voltage over the flying capacitor. By
rearranging the terms, the following equation is obtained:

R(t)C(t) = − 1
d(lnvc)

dt

. (2)

Similar equations are obtained for the circuit in phase φ1.
It can be seen that the output voltage signal indirectly

carries the information on the product of the load and the
capacitance value. In other words, if the output voltage signal
is postprocessed, first by applying natural logarithm to it,
then taking the derivative of the result, and finally taking the
reciprocal of the obtained derivative, we are able to obtain the
product of the load and the capacitance value. Consequently,
the output voltage, i.e., the leaked signal, contains full infor-
mation on the load signal that is amplitude modulated by the
changing capacitance acting as a carrier.

The load spectrum corresponds to the spectrum obtained
when the cryptographic algorithm is executed. In this work,
we consider the algorithms that are similar to advanced
encryption standard (AES) algorithm as it is the most
commonly used in the IoT devices.

AES algorithm is an iterative process, and in each iteration,
a block of 128 bits is being processed [27]. The number and
the type of operations that are executed in each iteration are
always the same, but they are executed with different data.
As an iterative, periodic process, we can assume that the AES
spectrum is a baseband signal, having frequency components
up to some maximum frequency fmax.

For the sake of clarity, we represent the spectrum of the load
signal as in Fig. 4(a). As seen before, the resulting spectrum
of the leaked signal corresponds to convolution of the load
signal spectrum and the flying capacitance spectrum. If the
flying capacitance spectrum were an ideal sinusoidal signal
at frequency fs, the spectrum of the leaked signal would be
represented as in Fig. 4(b).

In order to prevent the attacker from retrieving the load
spectrum, we need to create overlap of the load spectrum in
the leaked signal. If the flying capacitance spectrum were a
sum of sinusoidal signals, separated by each other by less than
fmax, it would result in the spectrum shown in Fig. 4(c). This
would be effective since the information on the load signal
would be lost.

If the RPS technique is applied and the capacitance is
changed randomly, the capacitance spectrum corresponds to
the broadband noise spectrum. Ideally, this would perfectly
mask the load signal as this signal would be modulated by the
infinite sum of sinusoidal signals.

However, the capacitance value needs to be a positive
number at all times, resulting in a very large zero-frequency
component in its spectrum. After the convolution, the spectrum
of the AM load has the original load spectrum in its initial
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Fig. 4. (a) Load signal spectrum. (b) Load signal modulated by an ideal
sinusoidal signal. (c) Load signal modulated by the sum of sinusoidal signals
resulting in spectra overlapping. (d) Load signal modulated by the broadband
noise with large zero-frequency component.

position due to the zero-frequency component [see Fig. 4(d)]
and can be retrieved simply by applying a low-pass filter.
This spectrum located in the initial position would be hardly
affected by the other spectrum replicas since the value of the
zero-frequency component is much bigger than the amplitudes
of the rest of the sine components.

The effect explained here is more obvious for load spectra
with dominant low frequencies. Load spectra that have domi-
nant high frequencies are more affected by the replicas around
the rest of the sine components, resulting in larger load signal
distortion. However, we expect that the large zero-frequency
component of the carrier signal will limit the circuit protection
that can be achieved by applying random power scrambling
regardless of the load spectrum features.

Based on this analysis and considering realistic con-
ditions for the flying capacitance values, we propose to
change the capacitance value in a deterministic fashion,
as explained in Section IV. We call the proposed technique:
AM technique.

It is important to note that we analyze the output voltage
even though the leaked signal is an electromagnetic wave that
has electrical and magnetic field components. However, it is a
well-known fact that there is one-on-one relationship between
the electromagnetic wave and the voltage and current that are
generating it [28]. This allows us to study the output voltage
waveform as an equivalent form of EM emanations.

IV. AM TECHNIQUE

To prevent the attacker from separating the load signal
spectrum from the spectrum of the leaked signal, we modify
the capacitance value with what essentially amounts to AM
modulation (see Fig. 5).

The capacitance signal needs to fulfill the following
conditions.

Fig. 5. Proposed flying capacitance signal.

1) At any point in time, capacitance value has to be a
positive number.

2) The value that is assigned to the capacitance needs to
be between the minimum capacitance value Capmin and
the maximum capacitance value Capmax, both specified
by the converter design.

3) The number of different capacitance values corresponds
to the number of SC dc–dc unit cells.

Due to the AM modulation, the frequency spectrum of the
load signal gets repeated around all carrier frequencies and
is scaled according to the carrier amplitudes corresponding to
these frequencies. Since the capacitance is acting as a carrier
and the average value of the capacitance needs to be a positive
number due to the first condition, the flying capacitance spec-
trum contains a zero-frequency component. As seen before,
this component is dominant and responsible for the unchanged
load spectrum located in its original position. In order to avoid
this, we propose to generate the capacitance signal so that
both the zero frequency and the next frequency value have
similar values. When the load spectrum is repeated around the
zero frequency and the next frequency, these two load spectra
overlap and are summed together. The resulting overlap might
be able to mask the load signal so that it cannot be retrieved
through low-pass filtering. Unlike the spectrum generated by
the RPS technique, the frequency component closest to the
zero-frequency component needs to have an amplitude that is
big enough to cause a significant impact when summed with
the original spectrum.

With this in mind, we generate the capacitance signal in
the following way. We generate a periodic signal where each
period is obtained by concatenating half-periods of two sine
functions. The sine functions are chosen since their Fourier
transform is straightforward and enables us to see where the
first nonzero-frequency component is situated in the signal
spectrum. The first sine function, s1, has an amplitude A1 and
frequency f 1, and the second sine function, s2, has an ampli-
tude A2 and frequency f 2. We concatenate the half-periods
of the two sine functions, as shown in Fig. 5. As can be seen,
the negative half-period of s1 is concatenated to the positive
half-period of s2. Since our goal is to have a signal with the
lowest mean possible, the duration of the negative half-period
of s1 needs to be larger than that of the positive half-period
of s2. For the sake of simplicity, we choose the following
relationship between the frequencies: f 2 = 2 ∗ f 1.

In order to have better control of the signal parameters,
we calculate the relationship of the two amplitudes so that
the resulting signal has zero mean and obtain A2 = 2 ∗ A1.
Then, we add a constant M to the obtained signal so that the
resulting signal lies in the range [Capmin Capmax] as specified
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Fig. 6. Spectrum of the proposed flying capacitance signal.

by the second condition. The following equations need to be
fulfilled:

M − A1 = Capmin

M + A2 = Capmax

A2 = 2 ∗ A1. (3)

Amplitudes of the two sine functions as well as the mean
of the generated signal are then calculated as

M = Capmax + 2 ∗ Capmin

3

A1 = Capmax − Capmin

3

A2 = 2 ∗ Capmax − Capmin

3
. (4)

Fig. 6 shows an example of the generated signal spectrum
for the following settings: f 1 = 75 Hz, f 2 = 150 Hz,
A1 = 313 fF, A2 = 626 fF, and M = 373 fF. It can
be seen that the first nonzero-frequency component has an
amplitude that is comparable to the zero-frequency component,
so the overlapping of the original spectrum with the shifted
one is more effective. In addition, the position of the first
nonzero-frequency component depends on the frequencies of
the two sine signals and can be changed easily as to produce
more effective overlapping in the resulting spectrum.

Since the generated flying capacitance signal is periodic and
the number of unit cells fixed, there are a limited number of
possible flying capacitance values. We choose the first flying
capacitance value randomly out of possible values within one
period of the generated signal. Instead of assigning always a
value M as the first capacitance value (see Fig. 5), we might
assign it any other value of the generated signal and start the
signal generation from there. For example, if the first value
is equal to M − A1 or M + A2, the flying capacitance signal
is phase shifted by π /3 or 5π /6, respectively. The analysis on
the aliasing in the frequency domain is not affected by the
signal phase shift, while it is ensured that two executions for
the same load and the same moment in time have different
flying capacitance values.

V. SECURITY EVALUATION

We design two sets of experiments. In the first set, we test
the proposed technique for many different loads by calculating
the correlation coefficient between the load signal and the

Fig. 7. SC dc–dc unit cell implementation.

leaked signal. The goal is to see whether critical informa-
tion can be obtained by postprocessing the leaked signal.
In the second set, we apply the test vector leakage assessment
(TVLA) [25] to calculate the number of leaky points when
the proposed technique is applied to the circuit. The goal is to
see whether differential and correlation attacks would yield
any significant information from the circuit. These attacks
are the most common side-channel attacks and are based on
measuring many side-channel traces for different input data for
targeted algorithm. Afterward, a statistical test is employed to
determine which secret key most probably caused the leakage.

A. Correlation Coefficient Comparison

In order to test the AM technique for many different loads
and flying capacitance signals, we built our evaluation flow in
Scilab in the following way.

First, we use Cadence to implement an SC dc–dc converter
in 28-nm fully depleted silicon-on-insulator (FDSOI) CMOS.
The converter consists of variable number of unit cells and
the control circuitry that was described in Section II. We use
the series–parallel topology for the SC dc–dc implementation.
Each unit cell consists of five switches and a flying capacitor
to achieve 1/2 ratio between the output and the input voltage,
as shown in Fig. 7. Four switches S1–S4 are used for the
normal operation mode of the converter when the converter
is switching between phases φ1 and φ2. Switches S1 and
S5 are used to connect the flying capacitor between 1 V and
Vref when the unit cell is not used, ensuring that there is no
additional strain over the switches when the cell is turned on.

We use a decoupling capacitance equal to 80 pF that is
estimated to be the capacitance of the microprocessor supplied
by the converter.

Then, we build a simulation flow in Scilab in order to
accelerate the simulations for many different settings for the
load and the flying capacitor. We describe the functionality
of the dc–dc converter by using the following differential
equations for the phase φ1 (see Fig. 7):

Vin − Rsw1Cfly
dVc

dt
− Vc − Rsw4Cfly

dVc

dt
= Vout

Cdec
dVout

dt
= Cfly

dVc

dt
− Vout

Rload

(5)
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Fig. 8. Output voltage waveform from (a) Cadence simulation (top) and
(b) Scilab simulation (bottom) for 300-� load.

and the following equations for the phase φ2:

Rsw2Cfly
dVc

dt
+ Vc + Rsw3Cfly

dVc

dt
= V out

Cdec
dV out

dt
= −Cfly

dVc

dt
− V out

Rload
(6)

where RswN are the resistances of the switches (N =
1, 2, 3, 4), Cfly and Cdec are the values of the flying and
decoupling capacitor, respectively, Vc is the voltage over the
flying capacitor, and Vin and Vout are the input and output
voltages, respectively. We confirm the veracity of the flow by
comparing the Scilab simulation results to the results simulated
in Cadence. Since the comparison is satisfactory (see Fig. 8),
from here on, we use the flow built in Scilab to test the
effectiveness of the proposed AM technique.

We start by verifying that (2) can be used to faithfully
represent the functionality of the implemented SC dc–dc
converter.

We use AES measured power traces available at [26] to
generate the load that corresponds to the AES execution, and
in addition, we design other types of loads to further explore
the effectiveness of the proposed technique. The goal is to find
out whether the proposed technique can offer better protection
for different cryptographic algorithms. In order to simulate the
load that corresponds to the execution of any cryptographic
algorithm, we generate the load that fulfills the following
conditions.

1) The load is generated as a periodic signal since most of
cryptographic algorithms are iterative processes with the
same number and type of operations that are executed
in each iteration.

2) We generate different load patterns by changing the
number of different load values in each iteration between
four and 100 000.

3) The load current is changing between 50 and 500 μA,
values that correspond to the minimum and maximum
power consumption of the microprocessor presented in
[20].

For each load, one load pattern is repeated over time in order
to mimic the iterations in the cryptographic algorithms. The
number of the different load values corresponds to the number
of different operations that are executed and consume different
powers. For example, AES algorithm has at least ten rounds.
The number of rounds depends on the length of the secret
key. In each round, there are four different actions that are
carried out: Byte Substitution, Shift Rows, Mix Columns, and
Key Addition [27]. Each of these actions consists of various
different operations that are used to alter the data. For this
reason, we choose to have at least four different load values
that correspond to four different actions. Increasing the number
of different load values corresponds to refining the number of
different current values needed for each operation.

For each load pattern, we simulate the SC dc–dc converter
with the corresponding load attached to its output voltage.
We postprocess the output voltage signal by applying natural
logarithm and applying derivative, as explained in Section III.
We then take the reciprocal of the obtained derivative and
multiply it with −1 in order to obtain the exact expression on
the right-hand side of (2). In addition, we filter the resulting
signal since the output voltage has discontinuity whenever
there is a switch between the phases of the converter. When
derivative is applied to the switch between the phases, it results
in large peaks. These peaks can affect the cross correlation
coefficient significantly, so we use a median filter to smooth
out the postprocessed output voltage.

Finally, we compare the signals R(t) ∗ C(t) and the post-
processed output voltage, by calculating the cross correlation
coeffient between them. We repeat the simulations for many
different load patterns and different settings for the flying
capacitor values. In all cases, the coefficient is very close to
one, thus validating (2).

Fig. 9 shows an example for the waveforms of the output
voltage, the postprocessed output voltage (i.e., the voltage after
applying natural logarithm, derivative, and the negative recip-
rocal), filtered postprocessed output voltage, and the product
of the load and the capacitance values. It can be seen that
the filtered postprocessed output voltage is perfectly correlated
with R(t)∗C(t) as expected from their correlation coefficient.
Therefore, from here on, we calculate the cross correlation
coefficient directly between the load R(t) and R(t) ∗ C(t)
for all the experiments designed to validate the effectiveness
of the proposed side-channel countermeasures. The measured
AES load has 16 000 traces [26]. For the rest of the loads,
we generate 36 000 samples for the load signal, in order
to make sure that the resulting coefficients are statistically
correct.

We start by evaluating the RPS technique. We set the
reference voltage to 0.4 V and randomly change the value
of the flying capacitor between 60 pF and 1 nF. Scilab funtion
grand(), used for pseudorandom number generation, assigns
random values to the flying capacitor. To give an example of
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Fig. 9. Waveforms for output voltage, postprocessed output voltage, filtered
postprocessed output voltage, and R(t) ∗ C(t).

Fig. 10. Output voltage signal (top), load (middle), and flying capacitance
(bottom).

the RPS waveforms, Fig. 10 shows the output voltage, the load
that corresponds to the pattern six and the flying capacitor
value. The pattern six refers to six different load values in
each iteration. For each load pattern, we generate five different
loads.

The cross correlation coefficients are calculated between
the load signal R(t) and the signal R(t) ∗ C(t) after it has
been passed through a low-pass filter. The cross correlation
coefficients for all load patterns are presented in Fig. 11. It can
be seen that they are close to one for all generated loads. As
mentioned before, this is due to the zero-frequency component
of the flying capacitance. The spectra of the load, flying
capacitor, and the product of the two are presented in Fig. 12
where this effect is visually represented. Due to the dominant
zero-frequency component, random power scrambling is not
appreciated in this figure. For this reason, this figure has been
zoomed in and represented in Fig. 13. It can be seen that the
leaked signal spectrum has additional noise due to the random
power scrambling. However, this additional noise is too small
to mask the original load spectrum.

For AES load, the coefficients drop to 0.6 measured power
traces for AES execution have dominant high-frequency com-
ponent since the current peaks occur on the rising clock
edge when the flip-flops change their state. Hence, the high-
frequency part of the original load spectrum will be affected
more by the other load replicas, resulting in a lower coefficient
between the load and the leaked signal.

We then evaluate the AM technique proposed in this
article. The settings for the reference value, minimum and

Fig. 11. Cross correlation coefficient for the RPS technique.

Fig. 12. Fast Fourier transformation (FFT) for load (top), flying capacitance
(middle), and the convolution of the two (bottom) for the RPS technique.

Fig. 13. Fig. 12 zoomed in.

maximum capacitance value, and the cross correlation com-
putation method are the same as in the first case. The flying
capacitance value is changed according to the signal generated,
as explained in Section IV. We swipe the frequency of the
generated signal (i.e., frequency f 1 and consequently f 2 of
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Fig. 14. Cross correlation coefficient for the AM technique.

Fig. 15. FFT for load (top), flying capacitance (middle), and the convolution
of the two (bottom) for the AM technique.

the generated signal presented in Fig. 5) in order to find the
one that produces the lowest cross correlation coefficient.

The results are presented in Fig. 14. The number of phases
in each load corresponds to the number of different load
values. It can be seen that the proposed technique is extremely
effective for some loads and is capable of lowering the cross
correlation coefficient to 0.2. The cross correlation coefficient
for the AES load is 0.35, showing over 40% reduction com-
pared to the RPS technique. The maximum cross correlation
coefficient was found to be 0.53.

In order to look at the effects of the applied technique in
the frequency domain, we plot the spectra of the load, flying
capacitor signal generated for that load, and the product of the
two in Fig. 15. It can be seen that, unlike power scrambling,
the AM technique results in the load spectra that is masked
much better by the generated flying capacitance signal.

As a result, the proposed technique can not only improve
the security of the existing cryptographic algorithm, but it can
also be used to identify the cryptographic algorithms, which
can be protected in a more efficient manner. The ones that
achieve lower cross correlation coefficient are more attractive
from the security standpoint.

So far, we have not considered the third condition for the
capacitance value. The capacitance can have only discrete
values that correspond to the number of SC dc–dc unit cells
that are turned on at any given moment in time. We vary
the number of unit cells between 2 and 25, while we keep
the total flying capacitance equal to 1 nF and observe the
change in the correlation coefficient. For the sake of clarity,
we represent the results for the loads with four, six, eight,
and ten different load values in Fig. 16. It can be seen that
the number of the unit cells required for low cross correlation
coefficient is fairly small in all cases. With only ten unit cells,
the cross correlation coefficient is less than 5% different from
the ideal nondiscretisized case for all loads. This is highly
important for two reasons. First, should a design need a bigger
unit cell (or equivalently smaller number of cells for the same
total Cfly), in order to provide correct functionality during
computationally intensive operations, there is a very small
penalty to pay in cross correlation coefficient degradation.
Second, the number of the unit cells stays limited by the
minimum driver size during the design phase and is not
affected by the added security, as explained next.

The drivers that are controlling the switches are usually
composed of several inverter-based buffers that are used to
transmit the switching clock to the switches. When the con-
verter is divided into the unit cells, the flying capacitance in
each cell is only a fraction of the total flying capacitance, and
the switches are scaled together with the flying capacitor value.
Smaller switches need smaller buffers to drive them. Once the
driver is composed of just one minimum-sized inverter, there
is no point in scaling down the unit cell further. Further scaling
will only degrade the efficiency due to the higher switching
loss [12].

As a result, it is important to note that the proposed
technique does not imply additional constraint in determining
the number of unit cells. For the converter used in this work,
the minimum size unit cell has the flying capacitance of 60 pF
that was previously determined by the minimum-sized driver
buffer. Since the total flying capacitance is equal to 1 nF,
the number of available unit cells is 17. From Fig. 16, it can
be appreciated that the cross correlation coefficient for this
number of unit cells is close to an ideal cross correlation
coefficient for all tested loads.

B. TVLA: Correlation Test

Differential and correlation attacks, either power or EM,
exploit the fact that different inputs to the cryptographic
system produce different measurable characteristics [26].
In Section V-A, we proved that the proposed methodology
lowers the correlation coefficient between the load signal and
the leaked signal to 0.2. However, the leaked signal might still
reveal secret information if it contains some recognizable pat-
tern for a particular secret key, even though it is decorrelated
from the load. TVLA is a technique based on signal statistics
that is used to find points in the measured traces that could be
leaking secret information.

TVLA provides two different metrics: t-test and ρ-test.
While t-test has a very low sampling complexity and is a
popular metric for security evaluation, ρ-test provides more
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Fig. 16. Cross correlation coefficient for the presented technique for a different number of unit cells.

useful information over a long time window. Both tests are
applied to the proposed methodology as follows.

The same steps that were used in [26] for ρ-test are applied
here to the load computed from the measured power traces for
AES algorithm execution also provided in [26].

First, the measured traces are divided into k sets, where
each set has N/k traces. The values for N and k used in [26]
are: N = 2560 and k = 10. Next, k different partitions are
created. For each partition, one set out of ten is chosen to
be a test set, and the rest of the sets belong to the profile
set. Then, a model is applied to the profile set. For example,
the model used in [26] is based on the first byte of the
input plaintexts. All traces that are measured for the input
plaintexts that have the same first byte are grouped together.
Consequently, there will be 256 different groups inside each
profile set since there are 256 different values for the first
byte. Next, we take the average of all the traces belonging to
each group leading to simplification of the profile set that now
contains only 256 different traces. The correlation coefficient
curve is now computed sample-wise between the simplified
profile set and the test set. This procedure is repeated for
each partition to overcome bias in the statistical test. Finally,
the mean of the corresponding correlation coefficients is
computed and the Fisher z-transformation is then applied to
correlation coefficients. All time points with the corresponding

Fig. 17. Normalized correlation coefficients for unsecured AES execution.

correlation coefficient above 4.5 threshold, are considered to
be leaky.

First, we apply the ρ-test to the circuit where no security
technique is applied. When we apply the test, the number of
leaky points is 62, which is the same number reported in [26].
Fig. 17 shows the normalized correlation coefficients after the
Fisher z-transformation. It can be seen that the leaky points
(i.e., points above 4.5) correspond to the first round of the
AES algorithm.

When the proposed AM technique for the same AES load
is applied, the number of leaky points drops to zero (see
Fig. 18). Consequently, the proposed technique not only lowers
the correlation between the load and the leaked signal, but it
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Fig. 18. Normalized correlation coefficients for secured AES execution.

is also extremely robust against differential and correlation
attacks.

Next, we apply t-test in order to provide fair comparison
of the proposed methodology with the other works proposed
in the literature that use the same evaluation metric. For
t-test , two data sets, one statistically random and another
fixed with certain properties that allow it to be statistically
distinguished from the random one, are chosen for a certain
fixed key. t-Statistic is computed according to Welch’s test
and all points where the absolute value of t-Statistic is above
4.5 are considered to be leaky. We use the AES measured
power traces provided in [26] and perform t-test for each
time point. When no secured technique is applied, there are
9390 leaky points, the same number reported in [26]. When
the AM technique is applied, the number of leaky points drops
to only 3. Then, the RPS technique is applied using 8, 16,
and 32 unit cells. The number of leaky points is 259, 203,
and 156. It can be seen that the proposed AM technique
achieves two orders of magnitude improvement in security
over the RPS technique for single-phase switched-capacitor
dc–dc converters.

VI. OVERHEAD ANALYSIS

In order to evaluate the power overhead and the converter
efficiency when the AM technique is applied, we simulate the
switched-capacitor dc–dc converter in Cadence. We generate
a signal in Scilab that determines the number of unit cells that
need to be turned on at any time. This signal is loaded to a
memory. The values are read and fed into the thermomether
decoder. Finally, the output of the thermomether decoder is
distributed to the unit cells as an ON/OFF signal. We apply
four different dynamic loads that were generated by Scilab.
The number of the different phases in each load is 5, 10, 20,
and 100.

Fig. 19 shows the waveforms of the load, output voltage
when the AM technique is applied, and the flying capacitance
signal. For the sake of clarity, the figure has been zoomed-
in Fig. 20. It can be seen that around time equal to 148.5 μs,
the converter is perfectly capable of tracking the large changes
in the load even though the number of dc–dc unit cell used at
that time is low.

Fig. 21 shows the efficiency of the converter without any
security technique applied to it (marked as unsecured dc–dc
converter) and with AM technique applied to it (marked as
secured dc–dc converter). It can be seen that the AM technique
lowers the efficiency by less than 10% for all loads.

Fig. 19. Cadence waveforms for the load, output voltage, and flying capacitor.

Fig. 20. Zoomed in view of Fig. 19.

Fig. 21. Efficiency comparison between secured and unsecured dc–dc
converters.

As mentioned before, the area overhead of the proposed
technique when compared to the unsecured converter is
only due to the control logic. Since the same technology
(i.e., 28-nm FDSOI) and the same converter type (i.e.,
single-phase switched-capacitor converter) distributed as unit
cells are used here and in [7], the area overhead for the AM
technique can be estimated to be around 16%, similar to the
area overhead reported there.

The performance of the converter is not affected since it is
still perfectly capable of reacting fast to the load changes.

An overview of the comparison with state-of-the-art tech-
niques is shown in Table I. In order to ensure fair comparison,
the table lists previous works that use the same metric for
security evaluation: t-test. Two numbers are reported for
this statistic: the number of leaky points with the proposed
technique and the number of leaky points of the unsecured
design. In addition, power, area, and performance overheads
are also listed for all techniques.
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TABLE I

COMPARISON OF AM TECHNIQUE WITH EXISTING COUNTERMEASURES

It can be seen that the proposed methodology achieves
reduction in t-statistic is 99.93% while incurring no per-
formance degradation and increasing power consumption by
only 15% and area by 16%, compared to the unsecured
design without voltage regulators. Consequently, an excellent
tradeoff between the added security and converter power, area,
and performance makes the proposed technique an attractive
solution for protection from EM side-channel attacks.

VII. CONCLUSION

We have presented a novel technique for single-phase SC
dc–dc converters to improve the security of the IoT devices
against side-channel attacks. The technique relies on detailed
physical mechanisms of the leaked signal and it is based
on the AM of the load current by the flying capacitance
that acts as a carrier. The capacitance is changed in a deter-
ministic fashion in order to achieve overlapping of the load
spectrum in the leaked signal spectrum. The results show
that the technique can lower the cross correlation coefficient
between the leaked signal and the load to below 0.2. The
number of SC dc–dc unit cells that are needed to achieve low
correlation coefficients is below the limit set by the design,
resulting in no additional impact on the power density of
the converter. When the statistical test based on TVLA is
applied to the protected circuit, the number of leaky points
is reduced to zero, indicating an excellent robustness against
differential and correlation attacks. The presented methodol-
ogy lowers the converter efficiency by less than 10% and
has a minimal impact on the area and performance of the
converter.
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